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Owing to its openness, virtualization and sharing criterion, the Internet has been rapidly becoming a
platform for people to express their opinion, attitude, feeling and emotion. As the subjectivity texts are
often too many for people to go through, how to automatically classify them into different sentiment ori-
entation categories (e.g. positive/negative) has become an important research problem. In this paper,
based on Fisher’s discriminant ratio, an effective feature selection method is proposed for subjectivity
text sentiment classification. In order to validate the proposed method, we compared it with the method
based on Information Gain while Support Vector Machine is adopted as the classifier. Two experiments
are conducted by combining different feature selection methods with two kinds of candidate feature sets.
Under 2739 subjectivity documents of COAE2008s and 1006 car-related subjectivity documents, the
experimental results indicate that the Fisher’s discriminant ratio based on word frequency estimation
has the best performance respectively with accuracy 86.61% and 82.80% under two corpus while the
candidate features are the words which appear in both positive and negative texts.

� 2011 Elsevier Ltd. All rights reserved.
1. Introduction

With rapid development of web technology, the Internet has
become a very important source from which more and more
people obtain information. At the same time, it is also rapidly
becoming a platform for people to express their opinion, attitude,
feeling and emotion. Facing with promptly increasing reviews on
the Web, it has been a great challenge for information science
and technology that how people effectively organize and process
document data to obtain the latest information to meet with par-
ticular needs and distinguish useful and worthless information.
Text sentiment classification is aim to automatically judge what
sentiment orientation, the positive (‘thumbs up’) or negative
(‘thumbs down’), a subjective text is with by mining and analyzing
the subjective information in the text, such as standpoint, view,
attitude, mood and so on. An automatically text sentiment classifi-
cation can be widely applied to many fields. Firstly, it could help
users quickly to classify and organize on-line reviews of goods
and services, political commentaries, etc. Secondly, as the reviews
are often too many for customers to go through, so an automati-
cally text sentiment classifier may be very helpful to a customer
ll rights reserved.
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to rapidly know the review orientations (e.g. positive/negative)
about some product for customers’ decision making online or off-
line. Thirdly, it could also be used to filter email and other mes-
sages. Finally, it could be used to public opinion analysis,
question–answer system and text summarization. However, unlike
structured data, the subjectivity texts on the Web, such as those on
BBS, Blogs or forum websites are often non-structured or semi-
structured. Consequently, feature selection is a crucial problem
to the non-structured or semi-structured data classification.
Although there has been a recent surge of interest in text senti-
ment classification, the state-of-the-art techniques for text senti-
ment classification are much less mature than those for text
topic classification. This is partially attributed to the fact that top-
ics are always represented by keywords objectively and explicitly
while the topic sentiments are expressed by a subtle manner. Fur-
thermore, the text sentiments are hidden in a large of subjective
information in the text, such as standpoint, view, attitude, mood
and so on. Therefore, the text sentiment classification requires dee-
per analyzing and understanding of textual statement information
and thus is more challenging. In recent years, by employing some
machine learning techniques (e.g. Naive Bayes (NB), Maximum En-
tropy (ME), and Support Vector Machine (SVM)), many researches
have been conducted on English text sentiment classification
(Chaovalit & Zhou, 2005; Kennedy & Inkpen, 2005; Michael,
2004; Pang, Lee, & Vaithyanathan, 2002; Tony & Nigel, 2004;
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Turney & Littman, 2002; Turney & Littman, 2003) and on Chinese
text sentiment classification (Tan & Zhang, 2008; Wang, Wei,
Zhang, Li, & Li, 2007; Ye, Lin, & Li, 2005; Ye, Zhang, & Rob, 2009).

One major particularity or difficulty of the text sentiment clas-
sification problem is the high dimensionality of the features used
to describe texts, which raises big hurdles in applying many
sophisticated learning algorithms to text sentiment classification.
The aim of feature selection methods is to obtain a reduction of
the original feature set by removing some features that are consid-
ered irrelevant for text sentiment classification to yield improved
classification accuracy and decrease the running time of learning
algorithms (Ahmed, Chen, & Salem, 2008; Tan & Zhang, 2008;
Wang et al., 2007; Yi, Nasukawa, & Bunescu, 2003).

In this paper, from the viewpoint of the contribution of a candi-
date feature to distinguishing text sort, a kind of effective feature
selection method based on improved Fisher’s discriminant ratio
is proposed for text sentiment classification. By considering two
kinds of probability estimations, i.e., Boolean value and word fre-
quence, and two kinds of candidate feature manners, four kinds
of feature selecting techniques are then proposed. By using SVM
to construct the classifier, the experiments are conducted under
two corpus, 2739 subjectivity documents of COAE2008s and
1006 car-related subjectivity documents. The experimental results
indicate that the proposed method is effective for review text sen-
timent classification.

The remainder of this paper is organized as follows: Section 2
introduces the related works. Section 3 introduces the feature
selection method based on Information Gain (IG). Section 4 intro-
duces SVM classifier. Section 5 elaborates the proposed feature
selection method. Section 6 shows the experimental results. Sec-
tion 7 concludes the paper.
2. Related work

Sentiment analysis is concerned with analysis of direction-
based text, that is, text containing opinions and sentiment (emo-
tions) (Ahmed et al., 2008). We focus on sentiment classification
studies which attempt to determine whether a text is contains po-
sitive or negative sentiments. Sentiment classification has several
important characteristics, including various tasks, features selec-
tion, classification techniques, and application domains.
2.1. Features selection

Feature selection is an important part of optimizing the perfor-
mance of a classifier by reducing the feature vector to a size that
does not exceed the number of training cases as a starting point.
Further selection of vector size can lead to more improvements if
the features are noisy or redundant. Tan and Zhang (2008) pre-
sented an empirical study of sentiment categorization on Chinese
documents. In their work four feature selection methods, IG, Mu-
tual Information (MI), CHI and Document Frequency (DF) were
adopted. The experimental results indicate that IG performs the
best for selecting the sentimental terms. Riloff, Patwardhan, and
Wiebe (2006) used a subsumption hierarchy to formally define dif-
ferent types of lexical features and their relationship to one an-
other, both in terms of representational coverage and
performance. They show that the reduced feature set can improve
the performance on three opinion classification tasks, especially
when combined with traditional feature selection approachs.
Wiebe, Wilson, Bruce, Bell, and Martin (2004) used collocation
technique where certain parts of fixed-word n-grams were re-
placed with general word tags, thereby also creating n-gram
phrase patterns. Nasukawa et al. (2003) presented sentiment ana-
lyzer (SA) that extracts sentiment (or opinion) about a subject from
online text documents. Instead of classifying the sentiment of an
entire document about a subject, SA detects all references to the gi-
ven subject, and determines sentiment in each of the references
using natural language processing techniques. Wang et al. (2007)
presented a hybrid method for feature selection based on the cat-
egory distinguishing capability of feature words and IG. Pang et al.
(2002) used syntactic (unigrams, bigrams, unigrams + POS, adjec-
tives, and unigrams + position), limited consideration to unigrams
appearing at least four times in their 1400-document corpus, and
the bigrams occurring most often in the same dataset (the selected
bigrams all occurred at least seven times). Hatzivassiloglou and
Wiebe (2000) showed that automatically detected gradable adjec-
tives are useful features for sentiment classification, while Wiebe
(2000) introduced lexical features in addition to the presence/ab-
sence of syntactic categories. Yu and Hatzivassiloglou (2003) used
words, bigrams, and trigrams, as well as the parts of speech as
features in each sentence. Tong (2001) and Wilson et al. (2005)
introduced manual or semiautomatic approaches for generating
sentiment lexicons that uses an initial set of automatically gener-
ated terms which are manually filtered and coded with polarity
and intensity information. The user-defined tags are incorporated
to indicate whether certain phrases convey positive or negative
sentiment. Riloff, Wiebe, and Wilson (2003) used semiautomatic
lexicon generation tools to construct the sets of strong subjectivity,
weak subjectivity, and objective nouns. Their approach outper-
formed the use of other features (e.g. bag-of-words) for objective
classification. For the very noisy domain of customer feedback
data, Gamon (2004) presented a feature reduction technique based
on log likelihood ratio to select the important attributes from a
large initial feature vectors.

2.2. Sentiment classification approaches

Text sentiment classification researches have fallen into two
categories, i.e., machine learning techniques and score-based ap-
proaches. Machine learning techniques train a sentiment classifier
based on the training documents which are represented by the se-
lected features. The score-based approaches divide features into
two classes, ‘‘positive’’ and ‘‘negative’’, and then count an overall
positive/negative score for a document.

Many studies on sentiment classification have used machine
learning algorithms, with SVM and NB being the most commonly
used. SVM has been used extensively for movie reviews (Pang
et al., 2002; Tan & Zhang, 2008; Wang et al., 2007; Wilson, Wiebe,
& Hoffman, 2005), while NB has been applied to reviews and Web
discourse (Pang et al., 2002). In comparisons, SVM has outper-
formed other classifiers such as NB, centroid classifier, K-nearest
neighbor, winnow classifier (Pang et al., 2002; Tan & Zhang,
2008). Tan and Zhang (2008) have validated that SVM is the best
classifier for Chinese text sentiment classification. So, in this study,
we will use SVM classifier. Score-based approaches are typically
used in conjunction with semantic features (Turney & Littman,
2003). These approaches generally classify message sentiments
based on the total sum of comprised positive or negative sentiment
features. All messages with a positive sum are assigned positive
sentiment while negative messages are assigned to the negative-
sentiment class (Turney & Littman, 2002; Turney, 2002; Turney &
Littman, 2003). Score-based methods have also been used for affect
analysis, where the affect features present within a message/docu-
ment are scored based on their degree of intensity for a particular
emotion class (Subasic & Huettner, 2001). Sentiment classification
has been investigated in different domains such as movie reviews,
product reviews, and customer feedback reviews (Gamon, 2004;
Pang et al., 2002; Turney & Littman, 2003).
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3. Information gain

IG is frequently employed as a term goodness criterion in the
field of machine learning (Tan & Zhang, 2008; Yang & Pedersen,
1997). The literatures (Tan & Zhang, 2008; Yang & Pedersen,
1997) validate that IG can achieve very good results and is re-
garded as one of the most effective feature selection methods. It
measures the number of bits of information obtained for category
prediction by knowing the presence or absence of a term in a
document.

Formally, for a term tk,

IGðtkÞ ¼ HðCÞ � HðCjtkÞ

¼ �
Xm

i¼1

pðciÞ logðpðciÞÞ þ pðtkÞ
Xm

i¼1

pðcijtkÞ logðpðcijtkÞÞ

þ pð�tkÞ
Xm

i¼1

pðcij�tkÞ logðpðcij�tkÞÞ

¼
Xm

i¼1

pðci; tkÞ log
Pðci; tkÞ

pðciÞpðtkÞ

� �
þ pðci;�tkÞ log

Pðci;�tkÞ
pðciÞpð�tkÞ

� �� �

ð1Þ

where p(ci) denotes the probability that category ci occurs, p(tk) de-
notes the probability that term tk occurs, pð�tkÞ denotes the probabil-
ity that term tk does not occurs, p(ci, tk) denotes the joint probability
of tk and ci, pðci;�tkÞ denotes the joint probability of �tk and ci.
4. Classifier based on SVM

Up to now, it is verified that SVM possesses the best perfor-
mance for the text sentiment classification problem (Gamon,
2004; Pang et al., 2002; Tan & Zhang, 2008). Therefore, to assess
the effectiveness of feature selection methods, we adopt SVM to
construct the classifier in the presented paper.

As a relatively new machine learning method, SVM developed
by Vapnik (1995) embodies the VC- dimension theory and the
structural risk minimization principle. It seeks a decision hyper-
plane to separate the training data points into two classes and
makes decisions based on the support vectors that are selected
as the only effective elements in the training set.

Suppose (xi,yi)(i = 1,2, . . . ,n ) is the set of samples, where xi 2 Rd

and yi 2 {�1,+1} are the class labels of samples. The general form of
a linear discrminant function in a d � dimension space can be ex-
pressed as g(x) = w � x + b. The corresponding separation hyper-
plane equation can be written as

w � xþ b ¼ 0 ð2Þ

Then, by normalization of the discrminant function, we can make all
samples of two classes to satisfy the inequality jg(x)jP 1. In other
words, the samples those are the nearest to the separation hyper-
plane meet jg(x)j = 1. This implies that the separation margin equals
to 2/kwk. Thus, maximizing the separation margin is equivalent to
minimizing kwk. A separation hyperplane which can correctly sep-
arate two-class samples should satisfy

yi½ðw � xiÞ þ b� � 1 P 0; i ¼ 1; . . . ; n ð3Þ

Therefore, within the smallest kwk2, the separation hyperplane sat-
isfying Formula (3) is called the optimal separation hyperplane. By
using optimum theory, the optimal separation function is obtained
as

f ðxÞ ¼ signfðw� � xÞ þ b�g ð4Þ

where w⁄ and b⁄ are the solutions of w and b respectively.
5. Feature selection method based on improved fisher’s
discriminant ratio

Fisher linear discriminant is one of efficient approaches for
dimension reduction in statistical pattern recognition (Webb
Andrew, 2002). Its main idea can be briefly described as follows.
Suppose that there are two kinds of sample points in a d-dimen-
sion data space. We hope to find a line in the original space such
that the projective points on the line of the sample points can be
separated as much as possible by some point on the line. In other
words, the bigger the square of the difference between the means
of two kinds projected sample points is and at the same time the
smaller the within-class scatters are, the better the expected line
is. More formally, construct the following function, so-called
Fisher’s discriminant ratio.

JFðwÞ ¼
ð �m1 � �m2Þ2

S2
1 þ S2

2

ð5Þ

where w is the direction vector of the expected line, �mi and S2
i

(i = 1,2) are the mean and the within-class scatter of the ith class
respectively. So the above idea is to find a w such that JF(w) achieve
its maximum.

5.1. Improved Fisher’s discriminant ratio

In fact, Fisher’s discriminant ratio can be improved for evaluat-
ing the category distinguishing capability of a feature by replacing
w with the feature. For this purpose, Fisher’s discriminant ratio is
reconstructed as follows.

FðtkÞ ¼
ðEðtkjPÞ � EðtkjNÞÞ2

DðtkjPÞ þ DðtkjNÞ
ð6Þ

where E(tkjP) and E(tkjN) are the conditional mean of the feature tk

with respect to the categories P and N respectively, D(tkjP) and
D(tkjN) are the conditional variances of the feature tk with respect
to the categories P and N respectively.

It is obvious that (E(tkjP) � E(tkjN))2 is the between-class scatter
degree and D(tkjP) + D(tkjN) is the sum of within-class scatter
degrees.

In applications, the probabilities involved in Formula (6) can be
estimated in different ways. In this paper, two kinds of methods
respectively based on Boolean value and frequency are adopted
for probability estimation.

5.1.1. Fisher’s discriminant ratio based on Boolean value
Let dP,i (i = 1,2, . . . ,m) and dN,j(j = 1,2, . . . ,n) denote the ith posi-

tive text and the jth negative text respectively. Random variables
dP,i(tk) and dN,j(tk) are defined as follows.

dP;iðtkÞ ¼
1; if tk occurs in dP;i;

0; otherwise

8><
>:

dN;jðtkÞ ¼
1; if tk occurs in dN;j;

0; otherwise

8><
>:

Let m1(n1) and m0(n0) be the numbers of positive (negative) texts
within feature tk and without feature tk respectively. Obviously,
random variables dP,i(tk) and dN,j(tk) are depicted by the following
distributions respectively.

PðdP;iðtkÞ ¼ lÞ ¼ ml=m; l ¼ 1;0; PðdN;jðtkÞÞ ¼ l ¼ nl=n; l ¼ 1;0:

It should be note that dP,i(tk) (i = 1,2, . . . ,m) are independent with
the same distribution, and so is dN,j(tk) (j = 1,2, . . . ,m). dP,i(tk)
(i = 1,2, . . . ,m) can be regarded as a sample with size m. Then the



Table 1
Contingency table for performance evaluation.

Predict Actual

Positive texts Negative texts

positive texts a b
negative texts c d
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conditional means and the conditional variances of the feature tk

with respect to the categories P and N in Formula (6) can be esti-
mated by using Formulas (7)–(11).

EðtkjPÞ ¼ E
1
m

Xm

i¼1

dP;iðtkÞ
 !

¼ 1
m

Xm

i¼1

EðdP;iðtkÞÞ ¼
m1

m
ð7Þ

EðtkjNÞ ¼ E
1
n

Xn

j¼1

dN;jðtkÞ
 !

¼ n1

n
ð8Þ

DðtkjPÞ ¼
1
m

Xm

i¼1

dP;iðtkÞ �
m1

m

� �2
ð9Þ

DðtkjNÞ ¼
1
n

Xn

j¼1

dN;jðtkÞ �
n1

n

� �2
ð10Þ

Hence, we have that

FðtkÞ ¼
ðEðtkjPÞ � EðtkjNÞÞ2

DðtkjPÞ þ DðtkjNÞ

¼ ðm1n�mn1Þ2

mn2
Pm

i¼1ðdP;iðtkÞ � m1
m Þ

2 þ nm2
Pn

j¼1 dN;jðtkÞ � n1
n

� �2 ð11Þ

Fisher’s discriminant ratio based on Boolean value F(tk) is subse-
quently denoted by FB(tk).

5.1.2. Fisher’s discriminant ratio based on frequency
It is obvious that Fisher’s discriminant ratio based on Boolean

value dose not consider the appearing frequence of a feature in a
certain text, but only consider whether or not it appears. In order
to examine the influence of the frequence on the significance of a
feature another probability estimation method based on frequence
is adopted in Formula (6).

Let vP,i and vN,j be the word tokens of texts dP,i and dN, j, wP,i(tk)
and wN,j(tk) be the frequences of tk appearing in dP,i and dN,j

respectively.
Then the conditional means and the conditional variances of the

feature tk with respect to the categories P and N in Formula (6) can
be estimated by using Formulas (12)–(15).

EðtkjPÞ ¼
1
m

Xm

i¼1

wP;iðtkÞ
vP;i

ð12Þ

EðtkjNÞ ¼
1
n

Xn

j¼1

wN;jðtkÞ
vN;j

ð13Þ

DðtkjPÞ ¼
1
m

Xm

i¼1

wP;iðtkÞ
vP;i

� EðtkjPÞ
� �2

ð14Þ

DðtkjNÞ ¼
1
n

Xn

j¼1

wN;jðtkÞ
vN;j

� EðtkjNÞ
� �2

ð15Þ

Hence, we have that

FðtkÞ¼
ðEðtkjPÞ�EðtkjNÞÞ2

DðtkjPÞþDðtkjNÞ

¼
1
m

Pm
i¼1

wP;iðtkÞ
vP;i
� 1

n

Pn
j¼1

wN;jðtkÞ
vN;j

� �2

1
m

Pm
i¼1

wP;iðtkÞ
vP;i
� 1

m

Pm
i¼1

wP;iðtkÞ
vP;i

� �2
þ 1

n

Pn
j¼1

wN;jðtkÞ
vN;j
� 1

n

Pn
j¼1

wN;jðtkÞ
vN;j

� �2

¼
mn n

Pm
i¼1

wP;iðtkÞ
vP;i
�m

Pn
j¼1

wN;jðtkÞ
vN;j

� �2

n2
Pm

i¼1 mwP;iðtkÞ
vP;i
�
Pm

i¼1
wP;iðtkÞ

vP;i

� �2
þm2

Pn
j¼1 nwN;jðtkÞ

vN;j
�
Pn

j¼1
wN;jðtkÞ

vN;j

� �2

ð16Þ

Fisher’s discriminant ratio F(tk) based on frequency is subsequently
denoted by FF(tk).
By simple deriving, we have the following proposition which
depicts the relationship between two kinds of Fisher’s discriminant
ratios FB(tk) and FF(tk).

Proposition 1. For a feature item tk, if wP;iðtkÞ
vP;i
¼ dP;iðtkÞ and wN;jðtkÞ

vN;j
¼

dN;jðtkÞ, then FF(tk) = FB(tk).
5.2. Process of feature selection

Step 1. Candidate feature set.
In order to compare the classification effects of features
from the different regions. We design two kinds of word
sets as the candidate feature sets. One of them denoted
by U consists of all words in the text set. Another candi-
date feature set I contains all words which appear in both
positive and negative texts.

Step 2. Features used in the classification model.
The idea of Fisher’s discriminant ratio implies that it can
be used as a significance measure of features for classifica-
tion problem. The larger the value of Fisher’s discriminant
ratio of a feature is, the stronger the classification capabil-
ity of the feature is. So we can compute the value of Fish-
er’s discriminant ratio for every feature and rank them in
descending order. And then choose the best features with
a certain number.

6. Experiment

6.1. Experiment corpus and evaluation measures

Experiment corpus1: In order to examine the effect of the pro-
posed feature selection method, we used the COAE2008s which is a
subset of Chinese opinion analysis evaluation corpus (COAE2008).
The COAE2008s corpus is subjectivity texts which has positive or
negative sentiments orientation. The total size is 2739 documents
that consist of many domains, such as movie, education, finance
and economics, house, computer, mobile telephone etc. Each do-
main category contains positive and negative. There are 1525 posi-
tive and 1214 negative documents in this corpus.

Experiment corpus2: We collected 1006 Chinese review texts
about 11 kinds of car trademarks published on http://www.xche.-
com.cn/baocar/ from January 2006 to March 2007. In the corpus
there are 578 positive reviews and 428 negative reviews. The total
reviews contain 1000 thousands words.

To evaluate the effectiveness of the proposed feature selection
methods, three kinds of classical evaluation measures generally
used in text classification, Precision, Recall and F_value are adopted
in this paper. By PP (PN), RP (RN) and FP (FN) we denote Precision,
Recall and F_value of positive (negative) subjectivity texts respec-
tively. These evaluation measures can be calculated according to
Table 1 and the following formulas respectively.

PPðprecisionÞ ¼ a
aþ b

� 100%;RPðrecallÞ

¼ a
aþ c

� 100%; FPðF valueÞ ¼ 2� RP � PP
RP þ PP

;

http://www.xche.com.cn/baocar/
http://www.xche.com.cn/baocar/
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Fig. 1. Classification effects of feature dimension with I + FF in Experiment corpus2.

Table 3
Classification effects of feature selection methods in Experiment corpus1.

Method PP (%) RP (%) FP (%) PN (%) RN (%) FN (%) Accuracy (%)

U + IGB 80.37 93.90 86.60 90.43 71.19 79.65 83.83
I + IGB 80.14 92.72 85.92 88.89 71.00 78.79 83.10
U + IGF 87.66 86.49 87.06 83.33 84.68 83.98 85.69
I + IGF 88.02 86.62 87.31 83.53 85.17 84.34 85.98
U + FB 79.95 93.69 86.27 90.03 70.47 79.03 83.39
I + FB 79.86 94.18 86.43 90.72 70.16 79.10 83.53
U + FF 87.81 88.07 87.93 85.04 84.61 84.81 86.53
I + FF 87.96 88.00 87.98 84.99 84.86 84.92 86.61
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Fig. 2. Precision and accuracy of feature selection methods in Experiment corpus1.
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PNðprecisionÞ ¼ d
c þ d

� 100%;RNðrecallÞ

¼ d
bþ d

� 100%; FNðF valueÞ ¼ 2� RN � PN
RN þ PN

;

Accuracy ¼ aþ d
aþ bþ c þ d

� 100%:

We performed the experiments in five-fold cross-validation.

6.2. Process of text sentiment classification

The whole experiment process is divided into training and test-
ing parts.

Step 1. Segment preprocess of subjectivity texts.
Step 2. By using the methods introduced in Section 5, obtain the

candidate feature sets, and then select the features for
the classification model.

Step 3. Express each text in the form of feature weight vector.
Here, feature weights are computed by using TFIDF (Yang
& Pedersen, 1997).

Step 4. Train the support vector classification machine by using
training data, and then obtain a classifier.

Step 5. Test the performance of the classifier by using testing data.

6.3. Experiment result and analysis

For convenience, a kind of simple symbol, Candidate Feature Set
+ Feature Selection Method, shows which candidate feature set and
which feature selection method were adopted in an experiment.
For example, U + FB stands for that the candidate feature set U
and the feature significance measure FB(tk) are adopted in an
experiment.

Experiment 1: In order to exam the influence of feature dimen-
sion on classification performance 500, 1000 and 2000 features are
selected from the candidate feature set I by using the methods in
Section 5. The experiment result is shown in Table 2 and Fig. 1 in
Experiment corpus2.

Table 2 and Fig. 1 show that almost all evaluation measures are
best under 1000 feature dimension. In other words, a larger
amount of features need not imply a good classification result. So
all the feature dimensions in the succedent experiments are 1000.

Experiment 2: The aim of this experiment is to compare the ef-
fects of 8 kinds of feature selection approaches with 1000 dimen-
sion for text sentiment classification in Experiment corpus1. Here
IG based on Boolean value is denoted by IGB and that based on fre-
quency is denoted by IGF subsequently. FB and FF stand for FB(tk)
and FF(tk) respectively. The text sentiment classification experi-
ment results are shown in Table 3 using 8 kinds of feature selection
methods.

From Table 3, Figs. 2–4, one can see that:

(1) Among two kinds of feature significance measures IG and
Fisher’s discriminant ratio for feature selection, the accuracy
of Fisher’s discriminant ratio is better.
Table 2
Classification effects of feature dimension with I + FF in Experiment corpus2.

Dimension Measure

PP RP FP PN RN FN Accuracy

500 82.51 84.47 83.58 79.22 74.97 77.01 80.81
1000 83.04 88.52 85.49 83.58 75.06 78.69 82.80
2000 80.25 88.52 84.10 82.19 70.12 75.21 80.71
(2) The performances of 8 kinds of variations of IG and Fisher’s
discriminant ratio rely on the candidate feature set to some
extent. For Fisher’s discriminant ratio based on frequency
and Boolean value the accuracy of they are better when I
is adopted as the candidate set.

(3) For 8 kinds of methods, the accuracy of Fisher’s discriminant
ratio based on frequency is best when the candidate feature
set is I.

(4) Among all the 8 kinds of methods, the recall and F_value of
positive documents are superior to negative documents, and
the precision look quite noisy.

Experiment 3: In order to validate the effectiveness of the pro-
posed methods for sentiment classification, the same experimental
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Fig. 3. Recall and accuracy of feature selection methods in Experiment corpus1.

U+IGB I+IGB U+IGF I+IGF U+FB I+FB U+FF I+FF
50

55

60

65

70

75

80

85

90

95

100

Feature selection methods

Ev
al

ua
tio

n 
m

ea
su

re
s 

(%
)

FP
FN
ACCURACY

Fig. 4. F-Value and accuracy of feature selection methods in Experiment corpus1.

Table 4
Classification effects of feature selection methods in Experiment corpus2.

Method PP (%) RP (%) FP (%) PN (%) RN (%) FN (%) Accuracy (%)

U + IGB 75.90 94.78 84.26 89.56 59.06 70.93 79.60
I + IGB 78.94 93.39 85.51 88.42 66.12 75.46 81.80
U + IGF 83.91 87.30 85.33 82.43 76.71 79.03 82.80
I + IGF 83.84 87.30 85.22 82.59 76.47 78.88 82.70
U + FB 75.51 95.30 84.25 90.26 58.12 70.63 79.50
I + FB 75.98 94.61 84.23 89.23 59.29 71.03 79.60
U + FF 82.44 89.39 85.68 83.97 73.88 78.39 82.80
I + FF 83.04 88.52 85.49 83.58 75.06 78.69 82.80
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Fig. 5. Precision and accuracy of feature selection methods in Experiment corpus2
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Fig. 6. Recall and accuracy of feature selection methods in Experiment corpus2.
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Fig. 7. F_Value and accuracy of feature selection methods in Experiment corpus2.
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settings in Experiment corpus2 will be used. The text sentiment
classification experiment results are shown in Table 4.

From Table 4, Figs. 5–7, one can see that each of 8 kinds of fea-
ture selection methods has the analogous performance trend both
in Experiment corpus1 and Experiment corpus2. The experimental
results in Experiment corpus1 seem slightly better than that in
Experiment corpus2.

Remarks: (1) The computing time cost of the feature selection
process depends upon the size of the candidate feature set, it is
advisable to design a smaller candidate feature set such as I in this
paper. (2) For text sentiment classification problem many kinds of
feature selection methods such as MI, IG, CHI and DF are compared
in some literatures (Pang et al., 2002; Tan & Zhang, 2008). Among
these methods IG is validated to be best in the past research works.
However, the experiments in this paper shown that Fisher’s dis-
.

criminant ratio based on frequency is a better choice than IG for
feature selection.
7. Conclusions

Text sentiment classification can be widely applied to text fil-
tering, online tracking opinions, analysis of public opinion poll,
and chat systems. However, compared with traditional subject
classification, there are more factors that need to be considered
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in text sentiment classification. Especially, the feature selection for
text sentiment classification is more difficult. In this paper, under
the granularity level of words, a new feature selection method
based on Fisher’s discriminant ratio is proposed. In order to vali-
date the validity of the proposed method, we compared it with
the typical method based on IG while support vector machine is
adopted as the classifier. Two experiments are conducted by com-
bining different feature selection methods with 2 kinds of candi-
date feature sets. The experiment results show that I + FF obtains
the best classification effectiveness, its accuracy achieves 86.61%
in Experiment corpus1. Our further research works will focus on
establishing a sentiment knowledge base based on vocabulary,
syntactic, semantic and ontology.
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