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a b s t r a c t 

The performance of cross-lingual sentiment classification is sharply limited by the language gap, which 

means that each language has its own ways to express sentiments. Many methods have been designed to 

transmit sentiment information across languages by making use of machine translation, parallel corpora, 

auxiliary unlabeled samples and other resources. In this paper, a new approach is proposed based on the 

selection of training data, where labeled samples highly similar to the target language are put into the 

training set. The refined training samples are used to build up an effective cross-lingual sentiment classi- 

fier focusing on the target language. The proposed approach contains two major strategies: the aligned- 

translation topic model and the semi-supervised training data adjustment. The aligned-translation topic 

model provides a cross-language representation space in which the semi-supervised training data adjust- 

ment procedure attempts to select effective training samples to eliminate the negative influence of the 

semantic distribution differences between the original and target languages. The experiments show that 

the proposed approach is feasible for cross-language sentiment classification tasks and provides insight 

into the semantic relationship between two different languages. 

© 2016 Elsevier B.V. All rights reserved. 
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. Introduction 

As Internet access has become globally convenient, our world

as experienced the development of a new fashion of social me-

ia, in which the volume of user-generated content on the web

as massively increased through applications such as Facebook,

witter, Flickr and LinkedIn, as well as commercial web sites.

he value of such unbiased, real-time user-generated content has

een shown to be tremendous, with applications in areas such

s marketing, decision support systems, politics and public pol-

cy support. Due to the enormous amount of user content, it is

 very difficult and challenging task to summarize information

rom online user content. Many natural language processing and

nformation retrieval systems have been designed to automati-

ally treat text and opinion utilizing subjectivity and sentiment

nalysis [1–4] . 

Different methods have been applied in sentiment classification

asks. These methods can be categorized into two main groups:

exicon-based and corpus-based [1,5,6] . Both the lexicon-based and

orpus-based methods draw sentiment classification information

rom expert-annotated data sets. However, all of these sentiment
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lassification resources are established in a limited number of lan-

uages, which leads to a resource imbalance between different lan-

uages. Most sentiment classification resources are written in En-

lish [7,8] . Furthermore, the manual construction of reliable senti-

ent resources is a very difficult and time-consuming task. There-

ore, it would be advantageous to utilize labeled sentiment re-

ources in one language (i.e., English) for sentiment classification

n another language. This fantastic idea motivates an interesting

esearch area called cross-lingual sentiment classification (CLSC).

he most direct solution to this problem is to use machine trans-

ation systems to directly project the information from one lan-

uage into another [7–12] . Most existing works in this area have

pplied machine translation systems to translate labelled train-

ng data from the source language into the target language and

erform sentiment classification into the target language [13,14] .

ther researchers have employed machine translation in another

anner, translating unlabeled test data from the target language

nto the source language and performing the classification in the

ource language [7,11,15] . A limited number of research works have

sed both directions of translation to create two different views of

he training and test data to compensate for some of the transla-

ion limitations [8,12,16,17] . 

The large gap between different languages occurs naturally. Ev-

ry language has its unique linguistic terms and writing styles.

http://dx.doi.org/10.1016/j.knosys.2016.06.004
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Even when expressing similar idea, there can be a great disparity

in the metaphor and vocabulary in contents of different languages,

leading to a much smaller word and phrase intersection between

translations and native expressions, as well as different seman-

tic feature distributions between original language and target lan-

guage contents. As a result, CLSC tasks cannot achieve performance

comparable to that obtained for monolingual sentiment classifica-

tion tasks. To alleviate the problem of this language gap, auxiliary

unlabeled corpora or unlabeled parallel corpora are added into the

training stage [8,18] to provide more bilingual word features. This

strategy extends the training set and makes origin language and

target language closer in the representation space. However, the

complementary data brings in useful information as well as noise

at the same time because it does not have exactly the same distri-

bution as the training data and the test data. Especially when there

is already a distribution disparity between the training set and the

test set, noise of the complementary data may cause more adverse

impacts than benefits. Additionally, the complementary data itself

requires effort to be obtained, which imposes restrictions on the

application of these methods. 

Based on the above analysis, we try to overcome the diffi-

culty of distribution disparity directly without any auxiliary sam-

ples. This paper proposes a novel CLSC strategy of similarity dis-

covery plus training data adjustment (SD-TDA). In the similarity

discovery phase, we set up an aligned-translation topic model to

generate a bilingual concept representation space where the dif-

ference in content between samples from both origin and target

languages can be measured through the topic distribution. As the

aligned-translation topic model takes in co-occurrence information

of terms in one language and between the original and target lan-

guages, the relevance of cross-lingual sentiment can be sharply en-

hanced. Then, in the training data adjustment phase, we set up

a semi-supervised process to generate a training set suitable for

the target test set. The generated training set is a part of the la-

beled original language samples that are similar to the reference

samples. The reference samples are informative unlabeled target

language samples that can be classified by the semi-supervised

process with a high degree of confidence. The final classifier will

be trained on the generated training set to fulfill the cross-lingual

sentiment classification task. When these two steps work together,

the sentiment similarity between languages can be maximized,

while the distribution gap can be minimized. Generally, our strat-

egy forms a new framework to fit the distribution disparity be-

tween the training set and the test set. 

2. Related works 

Cross-lingual sentiment classification . Cross-lingual sentiment

classification is a type of text classification task. Bel et al. [19] first

proposed the cross-lingual sentiment classification task, while ear-

lier studies focused on cross-lingual information retrieval. Tradi-

tional cross-lingual classification and information retrieval tasks

usually build up semantic mapping between languages based on

resources such as bilingual lexicons or bilingual parallel corpora

[20,21] . Based on these resources, a semantic mapping can be es-

tablished by algorithms that joint synonymous features from differ-

ent languages to archive a bilingual knowledge transformation be-

tween languages. The bilingual lexicons and bilingual parallel cor-

pora contain human knowledge from experts who engineer the re-

sources. Methods making use of these bilingual resources virtually

use human knowledge to accomplish the cross-lingual classifica-

tion tasks. Information from foreign language data can sometimes

bring about a comprehensive understanding of certain topics. Some

works use foreign language data to obtain more semantic informa-

tion for a certain task. Wan [22] employed the combined utiliza-

tion of Chinese and English lexicons to improve the sentiment clas-
ification performance of Chinese texts. Because the lexicons are

ssential resources, some works focus on automatically engineer-

ng bilingual lexicons. Aria et al. [23] designed a generative model

o learn a bilingual lexicon from monolingual corpus. Huang et al.

24] constructed domain-specific sentiment lexicon based on con-

trained label propagation. Andres et al. [25] developed a novel

ethod to choose the best dictionary for cross-language word

ense disambiguation. As bilingual resources require costly human

abor that increases the expense of labeled bilingual data sets,

any methods employ automatic translation systems to translate

ata and resources as an alternative to human labor. One success-

ul automatic translation system assistant strategy is the bilingual

o-training framework [12] , which sets up parallel classifiers on

oth the original language data view and the translation data view,

nd thus it can combine the original and target language senti-

ent classification results to conclude the final sentiment polarity

f the unlabeled samples. Other approaches for cross-lingual tasks

an also be applied in sentiment classification tasks. Cross-lingual

tructure correspondence learning (CSCL) presents another way to

iscover similarity between languages [11] , where semantic sim-

larity can be found up through a few pivot features. The above

ethods are based on the main idea that semantic corresponding

elations across languages can transform sentiment classification

nformation. Further studies have tried to invoke internal content

tructures across languages. 

Topic models for multilingual tasks . Many topic models have

een developed to discover latent topics underlying text contexts.

sing topic modeling, documents are associated with a number

f latent topics, which correspond to both document clusters and

ompact representations identified from a corpus. Each document

s assigned to the topics with different weights, which specify both

he degree of membership in the clusters as well as the coordi-

ates of the document in the reduced dimension space. One basic

opic model is the Latent Dirichlet Allocation (LDA) [26] . LDA in-

ludes a process for generating the topics in each document, thus

reatly reducing the number of parameters to be learned for rep-

esentation and providing a clearly defined probability for arbitrary

ocuments. The LDA is unsupervised, where only the words in the

ocuments are modelled in the generative process. In many ap-

lications, documents appear together with corresponding labels

uch as categorization labels or language labels. The supervised

opic models add document labels into the topic modeling pro-

ess to discover effective latent topics and predict labels for un-

abeled documents [27] . Lexicons can cooperate with topic mod-

ls to achieve aspect level sentiment classification [28] . Fu et al.

29] designed the dynamic non-parametric joint sentiment topic

ixture model to detect and track dynamic sentiment and topics.

opic models for multilingual tasks are usually like the LDA and

he supervised topic models. A multilingual topic model for un-

ligned text [30] is one way of modeling a multilingual corpus. It

oes not assume any explicit parallelism but instead discovers a

arallelism at the vocabulary level. For document-aligned corpuses,

he Bilingual Latent Dirichlet Allocation model (BiLDA) [31] pro-

ides a generative process taking into account bilingualism, and it

s initially designed for parallel document pairs. A supervised topic

odel also can be applied in multilingual tasks to handle labeled

orpuses [32] . In this paper, we follow the ideal of constructing la-

ent topics across languages. The topic model we proposed in this

aper focuses on modeling aligned translation data. The automatic

ranslation system can provide parallel translation terms, but not

s good as a parallel corpus annotated by human experts. We try

o overcome this disadvantage by using a semi-supervised struc-

ure, which will be expounded upon in the following sections. 

Semi-supervised learning for cross-lingual classification

asks . Semi-supervised learning is an effective machine learning

ramework that is designed to fit the occasion of lacking super-
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ised information. In cross-lingual classification tasks, the training

ata and test data are from different languages, causing a semantic

ap between the training data and test data. The semantic gap can

e regarded as a lack of supervised information in the training data

o train an effective classifier. Thus, the semi-supervised learn-

ng framework is applied in cross-lingual classification tasks to

vercome the semantic gap. Usually, the semi-supervised learning

ramework grasps cross-lingual information from unlabeled auxil-

ary samples. One successful method is bilingual co-training [12] ,

hich selects high-confidence unlabeled samples by constructing

arallel classifiers on both the original language and target lan-

uage. Then, the high-confidence samples can grasp enough cross-

ingual classification information. During the learning procedure,

he quality of the selected unlabeled samples is essential to the

nal performance. Samples with more cross-lingual classification

nformation should be selected by the semi-supervised learning

ramework. One feasible measurement to select high-quality sam-

les is the similarity density degree [15,33] , which draws upon a

ample’s k nearest neighbors mean similarity as a density mea-

urement. The similarity density degree will select the samples

ost tightly surrounded by other samples and avoid selecting out-

ier samples. Thus, the selected samples are the most representa-

ive and informative samples. On the other hand, the difference

etween the instance and its nearest neighbor can also be used

s a selection criterion for informative instances [34] . If the in-

tances confidence is high but the confidence of its neighbor is

ow, it will contain more classification information. In the context

f cross-lingual tasks, the quality measurement can be constructed

n multi-language views [12,16,33,35] . In this paper, we define the

ample quality criterion in concept representation space, where the

amples context information quantity can be measured directly. 

. Basic framework 

The cross-lingual sentiment classification aims at predicting

entiment labels of target language samples using labeled training

amples in the original language. The cross-lingual sentiment clas-

ification is one type of text classification task based on corpuses,

ut with its own characteristic. Different from traditional text clas-

ification tasks, in cross-lingual tasks, words included in the train-

ng sample and test samples naturally have different characters.

uring the traditional text classification procedure, each sample

s usually presented as a vector, namely, a bag-of-words model,

here each component in the vector represents a single word.

owever, in cross-lingual tasks, samples from different languages

hare no characters in common, and this disables the bag-of-words

odel. Vector components from different languages are orthogo-

al, which means that no category information about the target

anguage samples can be obtained from the training samples. To

erform the cross-lingual sentiment classification, the samples in

ifferent languages should be first represented in the same seman-

ic space. Thus, sentiment category information can be transmitted

rom the original language samples to the target language sam-

les by a certain pattern recognition method through the cross-

ingual semantic space. In practice, the sentiment category infor-

ation is usually transmitted by a classifier, and this could cause

nother problem. The classifier assumes that the training samples

nd test samples follow the same distribution in the representa-

ion space. However, there is a language gap in cross-lingual tasks,

s different languages have their own ways of expressing senti-

ents, which leads to a difference between the distributions of

he training and test data sets, even in the semantic representa-

ion space. As a result, the classifier may not perform as well as

xpected. How to build a semantic representation space and how

o overcome the language gap are the major difficulties in the

ross-lingual sentiment classification task. Previous research has
uilt cross-lingual semantic transmission methods based on the

ssumption that the original and target languages samples share

art of their content. A semi-supervised framework can be ap-

lied to extend this cross-lingual semantic intersection until gain-

ng enough sentiment classification information about the target

anguage, just as the co-training framework did. During the semi-

upervised procedure, auxiliary unlabeled samples are used to en-

ance the semantic relationship between languages. These auxil-

ary unlabeled samples need to be close in content to the tar-

et task data to introduce valuable information rather than noise.

ome manual effort s theref ore have to be made to obtain the aux-

liary data. We push this semi-supervised framework idea further

nto a deeper thinking. We still follow the cross-lingual seman-

ic intersection assumption. The semantic intersection of the orig-

nal and target languages means that part of the training samples

rovides correct classification information, while other samples re-

ain as noise. We can therefore treat the training samples sepa-

ately as effective samples and noise samples. In the representa-

ion space, the distribution of the training data can be regarded as

 mixture of noise and correct classification information. If we se-

ect effective sam ples out from the noise, we can obtain a correct

ross-lingual sentiment classifier. This motivates the current paper

o investigate the semantic intersection between languages and de-

elop a method to identify effective training samples. 

In this paper, we try to classify target language unlabeled sam-

les by making use of original language training data and machine

ranslation. To achieve this goal, we need to construct a seman-

ic representation space that allows us to rank the effective train-

ng samples. A two-stage framework is proposed, shown in Fig. 1 ,

or cross-lingual text sentiment classification tasks. The two-stage

ramework contains two sequential steps: the similarity discovery

tage and the training data adjustment stage. The similarity discov-

ry stage maximizes the semantic intersection between languages

nd the training data adjustment stage overcomes the language

ap by filtering effective training samples to refine the training

ata set. 

In the similarity discovery stage of the two-stage framework,

he aligned-translation topic model is employed to extract the

ord co-occurrence relationship between the original and tar-

et languages from the aligned-translation labeled and unlabeled

ata. Those synonymy semantic concepts hidden in the aligned-

ranslation data of the original and target languages are extracted

s the latent topics. Based on these latent topics, the aggregation

f some words from both original and target languages samples

nder the same topic can be found. The two groups of words sep-

rately from the original and target languages presented in a cer-

ain latent topic with higher co-occurrence probabilities can be re-

arded to play a similar role in expressing the topic. The role of the

imilarity discovery stage is to find out which words from the two

ifferent languages can express the same topic. Thus, the similar-

ty expounded in the similarity discovery stage refers to the cross-

anguage topic expressing similarity of two groups of words sepa-

ately from two different languages. 

After the representation space is optimized, the language gap

ecomes the major obstacle to the CLSC task. The language gap

efers to the divergent ways of content expression in different lan-

uages. It comes from cultures, language styles and living habits,

esulting in a phenomenon in which reviews from different lan-

uages focus on relative aspects and tend to describe things with

arious metaphors. The training data adjustment stage selects ef-

ective training samples by using a semi-supervised process. First,

ome informative unlabeled samples from the target language data

et are found by several policies. Then, we predict the sentiment

abels of these informative samples. The informative samples with

igh-confidence predicted labels will be used as a reference to up-

ate the training set. The new training set contains the part of the
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Fig. 1. Two-stage framework for modeling cross-lingual text sentiment classification. In the similarity discovery stage, both original and target languages data are firstly 

translated in the aligned-translation form. Then the aligned-translation topic model maps the aligned-translation data into the latent topic representation space. In training 

data adjustment stage, both labeled and unlabeled data re-expressed in the latent topic concept space are used in the semi-supervised learning procedure to iteratively 

refine the training data for constructing a target language sentiment classifier. 
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1 http://translate.google.cn/ 
original labeled samples that are the closest to the reference sam-

ples. We repeat these steps until no more reference samples can

be found, and the semi-supervised process produces an optimized

training data set. The final classification model will be trained on

the optimized training data set to complete the CLSC task. 

The role of the training data adjustment stage playing in CLSC

task is that it discoveries essential sentiment classification infor-

mation really needed for the target language to refine the train-

ing samples. Owing to the language gap, training samples in the

original language include some noise that contains error sentiment

classification information about the target language. These noise

samples need to be removed from the training set. To achieve this

idea, the training data adjustment stage proposed in the current

paper uses the informative and trustable samples from the target

language as reference samples to rank the content of training sam-

ples. Labeled samples from the original language that express most

similar content to the reference samples are regarded as high qual-

ity training samples. The training data adjustment stage presents a

novel way to select the high quality training samples for the CLSC

task. 

4. Aligned-translation topic model (ATTM) 

In this section, we introduce how to develop a topic model from

aligned-translation data. The topic model could cluster relevant

words to form a dense concept space to describe the content of the

textual data. In cross-lingual sentiment tasks, we need a concept

space holding topics from both original and target languages. The

same concepts of synonymous content from different languages

need to be clustered into relative topics. The cross-lingual synonym

content relations usually have to be found from some congruent

cross-lingual resources, such as parallel corpus or machine transla-

tion. In this paper, we refer to the aligned-translation as a cross-

lingual semantic bridge. For the aligned-translation data, every

sample has two views, the original language view and the target

language view. The corresponding translation terms are placed in

aligned positions. Although the aligned-translation texts are in dif-

ferent languages, they share the same meaning, so that we can as-

sume that the original language view and the target language view

are under the same topic distribution, while each language has

its own word distribution. The synonymous topics can be grasped

from the aligned-translation data. We define the ATTM based on

this assumption. 

4.1. Aligned-translation 

Many online machine translation tools provide aligned-

translation results. Commonly the webpage highlights correspond-

ing terms of the original language and target language content. We
se corresponding terms from Google Translation 

1 as our aligned-

ranslation data. Table 1 and Table 2 show examples of Chi-

ese to English aligned-translation and English to Chinese aligned-

ranslation, respectively. 

As shown in the above tables, the machine translation has some

yntax mistakes. In addition, the translation does not conform

o the native language expression styles. However, these trans-

ation mistakes are sentence-level problems. The corresponding

erms have been almost perfectly translated. Topic models cluster

ords in a text by their conditional distribution under topics. The

entence-level mistakes and syntax problems will not disturb the

eneration process of a certain word. In practice, the topic models

reat the sentence as a bag of words, so that we can obtain effec-

ive latent topics on these cross-lingual aligned-translation terms

hile avoiding the adverse impact of translation mistakes. The

ligned-translation provides two text views in two different lan-

uages with corresponding relations, which leads to a new need

or double view topics modeling aligned-translation terms in a uni-

orm way. We will introduce this type of topic model in the follow-

ng section. 

.2. Definition of ATTM 

The ATTM is similar to the LDA [26] model, which describes

he generation process of corresponding terms in the aligned-

ranslation data sets. Although the aligned-translation data sets

re obtained from the machine translation service, the ATTM as-

umes that the bi-lingual view data can be generated by a hier-

rchical topic structure to learn a bi-lingual concept topic space.

o introduce the ATTM, here we define some notations. The data

et D contains M documents, denoted by D = { D 1 , D 2 , D 3 , ..., D M 

} ,
here D contains all original and target language samples.

or each document, D d contains N d aligned-translation terms,

hich is defined as D d = { < w 

O 
1 
, w 

T 
1 >, < w 

O 
2 
, w 

T 
2 >, < w 

O 
3 
, w 

T 
3 >

 ..., < w 

O 
N d 

, w 

T 
N d 

> } , where w 

O 
n represents the n -th term from the

riginal language, and w 

T 
n represents n -th term from the target lan-

uage.The generation process of the ATTM is shown in Fig. 2 . 

Based on the generation process of the ATTM, we design a

robability structure shown in Fig. 3 . 

The dimensionality k of the Dirichlet distribution (and thus the

imensionality of the topic variable z ) is assumed to be known and

xed. The word probabilities are parameterized by two matrixes,
O and βT , for the original and target languages, respectively; for

ow, we treat βO and βT as fixed quantities that are to be esti-

ated. 

A k -dimensional Dirichlet random variable θ can take values

n the (k − 1) -simplex (a k -vector θ lies in the (k − 1) -simplex if

http://translate.google.cn/
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Table 1 

Chinese to English aligned-translation 

I live in a newly renovated East Building, Room very spacious feeling, Facilities are good. 

Table 2 

English to Chinese aligned-translation 

The breakfast is satisfactory and hotel staff is very polite. The rooms are very clean and every day of taken care. 

Fig. 2. Generation process of the ATTM. 

Fig. 3. Probability generation structure of the ATTM. 
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H  
i ≥ 0, 
∑ k 

i =1 θi = 1 ), and it has the following probability density

n this simplex 

p ( θ | α) = 

�
(∑ k 

i =1 αi 

)
∏ k 

i =1 �( αi ) 

k ∏ 

i =1 

θi 
αi −1 

(1) 

here parameter α is a k -vector with components αi > 0, and �( x )

s the gamma function. Given the parameters α, βO and βT , the

oint distribution of a topic mixture θ , a set of N d topics z , and a

et of N d aligned-translation terms is given by 

p 
(
θ, z, w 

O , w 

T | α, βO , βT 
)

= p ( θ | α) 

N d ∏ 

n =1 

p ( z n | θ ) p 
(
w 

O 
n | z n , βO 

)
p 
(
w 

T 
n | z n , βT 

)
. (2) 

Integrating over θ and summing over z , we obtain the marginal

istribution of a certain document D d 

p 
(
D d | α, βO , βT 

)
= 

∫ 
p ( θ | α) 

( 

N d ∏ 

n =1 

∑ 

z 

p ( z| θ ) p 
(
w 

O 
n | z, βO 

)
p 
(
w 

T 
n | z, βT 

)) 

dθ . (3) 

Finally, taking the product of the marginal probabilities of sin-

le documents, we obtain the probability of the corpus 

p 
(
D | α, βO , βT 

)
= 

M ∏ 

d=1 

∫ 
p ( θd | α) 

( 

N d ∏ 

n =1 

∑ 

z 

p ( z| θd ) p 
(
w 

O 
n | z, βO 

)
p 
(
w 

T 
n | z, βT 

)) 

d θd . (4) 

The conditional probability p ( θd | α) is the topic distribution in a

ertain document D . 
d 
.3. Estimation of ATTM 

We apply the variational method to estimate the parameters of

he ATTM. By introducing variational parameters γ and ϕ, we as-

ume the variational distribution as 

 ( θ, z| γ , ϕ ) = q ( θ | γ ) 

N d ∏ 

n =1 

q ( z n | ϕ n ) . (5)

Thus, the optimized values of γ and ϕ can be estimated by an

ptimum condition 

( γ ∗, ϕ 

∗) = arg min D 

(
q ( θ, z| γ , ϕ) || p(θ, z| α, βO , βT ) 

)
. (6) 

We infer the updated equations of the variational parameters

y applying the variational inference method upon the ATTM. The

ariational parameters can be updated as the following formulas 

 ni ∝ βO 
iw 

O 
n 

· βT 
iw 

T 
n 

exp 

( 

�( γi ) − �

( 

k ∑ 

j=1 

γ j 

) ) 

(7) 

= α + 

N d ∑ 

n =1 

ϕ n (8) 

The optimizing parameters ( γ ∗, ϕ 

∗) are document-specific. In

articular, we view the Dirichlet parameters γ ∗ as providing a rep-

esentation of a document in the topic simplex. For the fixed value

f the variational parameters, ϕ 

∗ minimizes the lower bound with

espect to model parameters α, βO and βT . The conditional multi-

omial parameter βO and βT can be written as 

O 
i j ∝ 

M ∑ 

d=1 

N d ∑ 

n =1 

ϕ dni w 

O j 

dn 
(9) 

T 
i j ∝ 

M ∑ 

d=1 

N d ∑ 

n =1 

ϕ dni w 

T j 

dn 
. (10) 

The Dirichlet parameter α can be implemented using an effi-

ient Newton-Raphson method in the same way as the LDA’s pa-

ameter estimation strategy. The model estimation procedure can

e performed by the iterative algorithm shown in Algorithm 1 . 

The Algorithm 1 is called the alternating variational EM pro-

edure, which repeats the E-step and the M-step until the ATTM

chieves a stable status. The optimized variational parameter γ ∗

s viewed as the document concept representation in our further

ample adjustment stage. 

. Semi-supervised training data adjustment 

After the ATTM, both the original and target language sam-

les are represented in the concept topic space. The ATTM clusters

elative words from the original and target languages into corre-

ponding topics, enhancing the coherence of the content concept.

owever the concept divergences of the original language and the
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Algorithm 1 Model learning algorithm of the ATTM. 

E-step: For each document D d , compute the variational 

parameters { γ ∗, ϕ 

∗} . 
1: Initialize ϕ 

0 
ni 

:= 1 /k , n ∈ [1 , N d ] , i ∈ [1 , k ] ; 

2: Initialize γ 0 
i 

:= αi + N/k , i ∈ [1 , k ] ; 

3: Repeat 

4: For n = 1 to N d : 

5: for i = 1 to k : 

6: ϕ 

t+1 
ni 

:= βO 
iw 

O 
n 

· βT 
iw 

T 
n 

exp 

(
�

(
γ t 

i 

))
; 

7: Normalize ϕ 

t+1 
n to sum to 1 ; 

8: γ t+1 := α + 

N d ∑ 

n=1 

ϕ 

t+1 
n ; 

9: Until convergence. 

M-step: Update model parameters α, βO , βT . 

1: Update βO 
i j 

= 

M ∑ 

d=1 

N d ∑ 

n =1 

ϕ dni w 

O j 

dn 
; 

2: Normalize βO 
i 

to sum to 1 ; 

3: Update βT 
i j 

= 

M ∑ 

d=1 

N d ∑ 

n =1 

ϕ dni w 

T j 

dn 
; 

4: Normalize βT 
i 

to sum to 1 ; 

5: Update α with Newton-Raphson method. 
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target language cannot be eliminated by the similarity discovery

strategy, for there are still topics on different aspects for different

languages. The language gap still exists in the concept representa-

tion space, which means that different languages have divergences

in understanding the positive and negative sentiments. Review-

ers from different cultures focus on disparate topics and attributes

of the same objects, and their representation also yields different

metaphors. In the concept representation space, samples from dif-

ferent languages stretch in disparate directions, and the sentiment

distributions of the training data and target language test data re-

main divergences. This leads to an essential need for training data

adjustment. 

Owing to the language gap, the training data cannot form an

effective sentiment classifier. Only part of the labeled original lan-

guage samples share the same content with the unlabeled tar-

get language samples in the concept representation space, and

we call these labeled samples effective samples. The basic idea

of the training data adjustment is to select the effective samples

that can provide the most accurate sentiment information about

the target language as a training set. Thus, we can learn a proper

cross-lingual sentiment classifier on the well-chosen training set.

To achieve this, some reference samples from the target languages

are first selected by several criteria, and these reference samples

have to contain the major content of the target language data set.

The effective training samples are continuously filtered by a con-

tent similarity measurement based on the reference samples. 

The whole procedure of training data adjustment is a type of

semi-supervised learning framework. The framework puts effective

samples into the training set at each iteration of the procedure.

When no more reference samples can be found, the training set

converges to the final training set. The semi-supervised training

data adjustment procedure contains 3 major steps, shown in Fig. 4 .

The quality measuring is first applied to the unlabeled samples

to select informative unlabeled samples that contain the main con-

tent information about the unlabeled data set from the target lan-

guage. Then, the part of the informative samples that can be classi-

fied with high confidence by the sentiment classifier is selected to-

gether with its predicted labels. These informative high-confidence

samples are used as reference samples in the similarity measuring
tep, which is employed to select the training samples from the

abeled original language samples. When the training samples are

pdated, the confidence measuring step and similarity measuring

tep iterate again. The newly selected informative high-confidence

amples are added into the former set. When no more informative

igh-confidence samples are found, the semi-supervised alternat-

ng procedure ends. The final sentiment classifier will predict the

nal labels for the target language samples. 

.1. Sample quality measurement 

The reference samples should be of high quality, which means

hat these samples contain main content and cover more topics in

he concept space. Samples that cover more topics express more

ontent of the data set. The complexity of the topic distribution

n a sample can be used as a quality measurement to select the

eference samples. We define a quality measurement on the topic

istribution to indicate a value describing the complexity of a sam-

le’s topic distribution. 

efinition 1. Let s be a sample with the representation vector [ γ 1 ,

2 , ..., γ k ] in a k -dimensional topic space. The quality E ( s ) of sam-

le s is defined as the Shannon entropy of the discrete probability

istribution [ p ( γ 1 ), p ( γ 2 ), ..., p ( γ k )], 

 ( s ) = −
k ∑ 

i =1 

p ( γi ) log 2 p ( γi ) (11)

here p ( γi ) = 

γi ∑ k 
j=1 γ j 

. 

The quality measurement E ( s ) of a sample reaches its maximum

alue log 2 k when p(γi ) = 1 /k and the sample covers all topics with

he same equal probability. When sample s contains only one topic,

ts quality measurement E(s ) = 0 . Samples with high quality mea-

urement values provide more information about the target lan-

uage, and we call these samples informative unlabeled samples.

e set a minimum quality measurement threshold to select infor-

ative samples. 

.2. Sample confidence measurement 

The adjustment of training samples needs to filter positive and

egative samples separately. The reference samples also need to

eceive sentiment labels. And positive reference samples are used

o filter positive training samples, and the negative reference sam-

les the negative training samples. We employ a classifier to pre-

ict the discriminative probability of the selected informative sam-

les. Each unlabeled sample s gets a probability belonging to pos-

tive category p + (s ) and a probability belonging to negative cate-

ory p −(s ) , restricted to p + (s ) + p −(s ) = 1 , and we define the con-

dence measurement based on the predicted probabilities. 

efinition 2. Let s be a sample and p + (s ) and p −(s ) be the proba-

ility values that s belongs to the positive and negative categories,

espectively. The sample confidence measurement C ( s ) of s is de-

ned as 

 ( s ) = | p + ( s ) − p −( s ) | . (12)

The value of the sample confidence measurement C ( s ) varies in

he closed interval of [0, 1]. A higher value of the confidence mea-

urement means that the sample is more clearly assigned to the

ositive or negative category. The predicted labels of the high con-

dence samples are reliable to be selected as references. We also

et a minimum threshold to select high-confidence samples. For

hese high-confidence samples, we assume that their predicted la-

els are correct. These samples are then used as references in the

ollowing step. 
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Fig. 4. Procedure of semi-supervised training data adjustment. Solid arrows mean data passing and dotted arrows mean being used in an operation. In initialization phase, 

all labeled samples are used to train the initial sentiment classifier. While in semi-supervised iteration phase, informative high-confidence samples are used to construct 

similarity measurement and then select training samples. The training samples will update the sentiment classifier and then update the predicted labels of informative 

unlabeled samples. The iterative procedure continues until no more samples can be selected as informative high-confidence samples. 
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Algorithm 2 Algorithm for adjusting semi-supervised training 

samples. 

Require: Concept space unlabeled sample set U , concept space la- 

beled sample set L , minimum quality threshold qlt , minimum 

confidence threshold c f d, and minimum proportion threshold 

of training samples ppt . 

Ensure: Training set P and classifier C. 

1: Initialize the classifier C with L ; 

2: Initialize the selected reference sets T + = ∅ , T − = ∅ ; 
3: Initialize the training set P = ∅ ; 
4: Calculate the quality for each sample in U , and obtain informa- 

tive unlabeled samples I = { s | s ∈ U, E(s ) > qlt} ; 
5: Repeat 

6: For each sample s in I: 

7: Predict sentiment label of s with C: 

8: If C(s ) > c f d and s is predicted a positive label, 

then T + = T + ∪ { s } ; 
9: If C(s ) > c f d and s is predicted a negative label, 

then T − = T − ∪ { s } ; 
10: Calculate the similarity S(s, T + ) for each positive sample s 

in L , and form a list SL + for these samples, ordered by decreas- 

ing similarity; 

11: Calculate the similarity S(s, T −) for each negative sample s 

in L , and form a list SL − for these samples, ordered by decreas- 

ing similarity; 

12: Update P = { Top ppt proportion of SL + } ∪ { Top ppt propor- 

tion of SL −} ; 
13: Update classifier C with P ; 

14: Until no more samples are added into T + and T −. 

p  

t  

i  

m  

6

 

p  

d  

t  
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p  
.3. Similarity measurement between a sample and a sample set 

The similarity measurement is applied to the labeled origi-

al language samples to filtrate labeled training samples express-

ng sentiment information close to the target language data. We

se the informative high-confidence samples from the target lan-

uage as reference samples to select the labeled original language

amples. 

efinition 3. Let s and T be a sample and a sample set, respec-

ively. The similarity measurement between s and T is defined as

 ( s, T ) = exp 

(
−1 

2 

( s − μ) 
T 	−1 ( s − μ) 

)
(13) 

here μ = E[ T ] is the expectation of T , and 	 is the covariance

atrix of T . 

= E t∈ T 
[
( t − μ) ( t − μ) 

T 
]

(14) 

The covariance matrix 	 contains the attribute correlativity of

he sample set T . The similarity measurement S ( s, T ) is normal-

zed by 	−1 , and the similarity measurement S ( s, T ) takes the cor-

elativity between attributes into consideration. The attributes of

ample set T are latent topics based on the ATTM, which gives the

imilarity measurement S ( s, T ) the ability to discover the semantic

imilarity of a certain sample s and a sample set T . The value of

he similarity measurement S ( s, T ) varies in the interval of (0, 1],

onotonically decreasing. When a sample’s content is close to the

ain content of T , the value of S ( s, T ) tends to be close to 1. The

asic form of this strategy comes from the Gaussian kernel func-

ion. Due to the reference samples, the target language semantic

nformation can be added into the similarity measurement. Finally,

e set a minimum proportion of original language labeled samples

o be treated as a training set to learn the classifier. 

.4. Semi-supervised alternating algorithm 

The whole procedure of the semi-supervised training samples

djustment method can be accomplished by an alternating algo-

ithm shown as Algorithm 2 . 

After the above procedure ( Algorithm 2 ), we obtain a cross-

ingual sentiment classifier. Our approach is willing to find an ex-

ct sentiment classifier based on current labeled training sam-

les rather than introducing redundant unlabeled samples into

he learning stage. Although the unlabeled auxiliary data sets are
roven useful to overcome the language gap, unnecessary informa-

ion that is not relevant to the target language sentiment topics is

mported to limit the cross-lingual sentiment classification perfor-

ance. Our approach is proven reliable in the empirical evaluation.

. Experiments and evaluations 

In this section, we introduce the experiments to evaluate the

roposed method. The experiments included test datasets in four

ifferent languages, and the training datasets were in Chinese. We

ested the influence of the parameters in our method, and se-

ected the best parameters to verify the effectiveness of the pro-

osed method. We compared our experimental results with the
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2 http://www.csie.ntu.edu.tw/ ∼cjlin/libsvm/ 
co-training method, transductive support vector machine, and the

best performance of the COAE2014 tasks. The details of our exper-

iments and evaluations are provided in the following sections. 

6.1. Experimental setup 

Here, we introduce the datasets and evaluation metrics em-

ployed in our experiments. A necessary data preprocessing step

was applied to both the test sets and training sets. 

Test Sets: To assess the performance of the proposed approach,

we used the labeled data sets published by the COAE2014 (Chinese

Opinion Analysis Evaluation 2014). The COAE2014 set up a public

cross-lingual sentiment classification task that contained four tar-

get languages: German, English, French and Spanish. All of these

data were hotel reviews collected from native websites. The Ger-

man, French, and Spanish data sets included 20 0 0 reviews (10 0 0

positive reviews + 10 0 0 negative reviews), respectively, and the En-

glish data set included 40 0 0 reviews (20 0 0 positive reviews + 20 0 0

negative reviews). 

Training Set: We employed a Chinese labeled data set as our

training set. This training set was published by the Institute of

Computing Technology of the Chinese Academy of Sciences, and

it consisted of Chinese hotel reviews collected from native Chinese

websites. The training set included 40 0 0 reviews (20 0 0 positive re-

views + 20 0 0 negative reviews). 

Data preprocessing: Each Chinese review was translated into

German, English, French and Spanish with the aligned-translation

form. Each German, English, French and Spanish review was also

translated into Chinese with the aligned-translation form. There-

fore, every review received an aligned-translation form of the orig-

inal and target languages. 

Evaluation Metrics: We used the standard precision, recall and

F-measure to measure the performance of the positive and nega-

tive classes, respectively, and used the accuracy metric to measure

the overall performance of the system. The metrics were defined

the same as in general text categorization. 

6.2. Model parameter selection 

The chief purpose of the proposed approach is to find a proper

training set from the original language labeled samples. The ATTM

provides a concept space where each sample receives a topic distri-

bution structure representation. Later, the semi-supervised proce-

dure filtrates samples with three measurements based on the con-

cept space representation. These strategies provide us with insight

into the mutual relevance relation between the original and target

language samples. In our empirical study, we tested the proposed

approach with a wide range of parameter values and discussed the

influence of the parameters. 

(1) Influence of the dimensionality k in ATTM 

The ATTM grasps correlative topics from the aligned-translation

data. The dimensionality k in the ATTM is the only parameter

that needs manual setting. With the increment of k, the perplexity

of the obtained sample concept representation decreases contin-

uously. However, the performance of the cross-lingual sentiment

classification task does not depend on the direct representation of

the perplexity. To test the influence of the dimensionality k in the

ATTM on the performance of the cross-lingual sentiment classifica-

tion task, we set maximum values for the quality, similarity sample

proportion and confidence thresholds, so that no reference samples

can be selected and the performance only depends on the concept

representation. All of the labeled samples of the original language

were used as a training set. The classifier used in our experiments
as the LibSVM 

2 with a linear kernel. The performances of the

TTM in different languages are shown in Fig. 5 (a). 

As we can see from Fig. 5 (a), the performance in different lan-

uages varied sharply with the increment of k . Upon comparing

he accuracy of the ATTM in the four languages, English demon-

trated superior performance to the other three languages. Because

nglish is more similar to Chinese in sentence structures, grammar

nd phraseology than the other three languages, the performance

etween Chinese and English was better than that of the other lan-

uages. 

Parameter k is an essential factor to the performance. Especially

n this cross-lingual task, the parameter k has to fit the original

anguage data set and the target language data set at the same

ime. Either of the original or target language data not being well

epresented in the concept topic space would lead to a greater

anguage gap and a worse cross-lingual performance. Our evalu-

tion data sets (both training and test data sets) were all native

otel reviews on different native topics and aspects, which could

ring more complexity to the cross-lingual concept representation.

ence, as shown in Fig. 5 (a), the performance on different values

f k did not maintain a stable pattern. Fortunately, the proper value

f k is no more than 50 for all four languages. This means that the

ross-lingual sentiment semantic exists in a lower-dimension space

nd forms an empirical rule for the parameter setting. 

(2) Influence of sample quality 

To test the influence of the quality measurement, we chose the

roper value of k for four languages (German 10, English 50, French

0, Spanish 40). Because the value of the quality measurement de-

ends on the ATTM parameter k , we defined the value of the qual-

ty threshold in our experiments as follows. 

l t = ml o g 2 k, m ∈ { 0 . 3 , 0 . 4 , 0 . 5 , . . . , 0 . 9 } (15)

The confidence threshold and minimum proportion threshold

ere 0.6 and 0.3, respectively, so that the limited reference sam-

les selected from the unlabeled data sets were sensitive to the

uality threshold. We began the experiments for each language at

 = 0 . 3 , increasing m by 0.1 until no reference samples could be

elected. The results are shown in Fig. 5 (b). 

With the increment of m , the overall accuracy experienced a

egular change. At the beginning, the accuracy increased as the

elected reference samples obtained more accurate semantic in-

ormation about the target data sets. When the overall accuracy

eached its peak value, the quality threshold started to limit the

umber of reference samples. As a result, the performance de-

reased for a lack of reference samples. A basic principle that must

e declared is that the quantity of reference samples in a certain

ata set is based on its properties. The quality measurement pro-

ides us with an efficient way to discover the reference samples by

eans of empirical tests. 

(3) Influence of sample confidence 

We tested the influence of the confidence measurement strat-

gy based on the proper values of the quality measurement and

he ATTM parameter. The proper values of the ATTM parameter

 were the same as in the quality measurement experiment, and

he proper values of the certainty measurement were 0.4, 0.4, 0.6

nd 0.4 for German, English, French and Spanish, respectively. We

et the confidence thresholds beginning at 0.1, and increased the

hresholds by 0.1 until no reference samples could be selected. The

esults are shown in Fig. 5 (c). 

As shown in Fig. 5 (c), the confidence measurement could im-

rove the quality of the reference samples. With the increase of

he confidence threshold, the overall accuracy first increased as the

elected reference samples achieved more reliable predicted labels.

http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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Fig. 5. Influence of parameters. 
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hen the confidence threshold continued to increase, the number

f reference samples decreased, which led to a performance reduc-

ion. 

The previous quality measurement step already selected the in-

ormative samples as a candidate set. These informative samples

btained the major semantic content of the target data set. In ad-

ition, the informative samples were under a more balanced topic

istribution. Thus, these samples would be more reliably predicted

y the classifier, so that the proper confidence threshold would re-

ult in lower values. 

(4) Influence of sample similarity 

The similarity measurement is the last strategy used in the

raining data adjustment procedure. We added the proper values

f the confidence threshold (German 0.3, English 0.2, French 0.3,

panish 0.1) into the former proper parameter set for the ATTM,

uality measurement and confidence measurement. We tested the

roportion of the original language labeled training sample with a

ange of [0.1, 0.9] and incremented the proportion by 0.1. The re-

ults are shown in Fig. 5 (d). 

As we can see from Fig. 5 (d), a part of the training set could

chieve the best overall accuracy. In the beginning, the overall ac-

uracy increased with the number of training samples. The growth

f the training set introduced more sentiment information to the

lassifier. After the proportion threshold reached its peak accuracy,

t  
he training samples introduced more noise to the classifier, which

ed to a performance decrement. Although the overall accuracy

ight rise again as the proportion increases further, it could not

each the value at the proper threshold. This means that the noise

f the training samples could not be eliminated by the scale of the

raining set. 

.3. Best model parameters 

We have tested the influence of parameters in the proposed ap-

roach. The best parameters of the semi-supervised training data

djustment procedure are regrettably not simply a compilation of

he proper parameters in each step. We have tested all combina-

ions of the values of each parameter to find the best parameters

or the proposed method. The results are shown in Table 3 . 

The proposed strategy can discover correlative sentiment in-

ormation between different languages and eliminate noise of the

raining data as much as possible to form a proper cross-lingual

entiment classifier. As we can see from Table 3 , fewer training

amples and looser constraints are needed when the language gap

s smaller, as in the Chinese to English sentiment classification

ask. For the other three languages, the language gap is more ob-

ious, and more training samples and strict constraints are needed

o select a proper training set. The proposed strategy is an effective
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Table 3 

Best parameters and best performance 

Language Best parameters Positive Negative Total 

k m cfd ppt Recall Precision F-measure Recall Precision F-measure Accuracy 

German 10 0 .5 0 .8 0 .8 .921 .840 .879 .827 .914 .868 .874 

English 50 0 .4 0 .2 0 .4 .942 .856 .897 .843 .936 .887 .892 

French 30 0 .5 0 .9 0 .7 .853 .766 .807 .742 .836 .786 .797 

Spanish 20 0 .6 0 .8 0 .6 .908 .785 .842 .749 .890 .814 .829 

Table 4 

Performance of the co-training 

Language Positive Negative Total 

Recall Precision F-measure Recall Precision F-measure Accuracy 

German .848 .879 .863 .884 .855 .869 .866 

English .843 .845 .844 .847 .845 .846 .845 

French .791 .785 .788 .785 .791 .788 .788 

Spanish .837 .821 .829 .816 .832 .824 .826 

Table 5 

Mean performance of TSVM 

Translation Language Positive Negative Total 

Recall Precision F-measure Recall Precision F-measure Accuracy 

To original language German .870 ± .013 .838 ± .018 .853 ± .008 .833 ± .024 .867 ± .010 .849 ± .011 .851 ± .009 

English .869 ± .020 .867 ± .009 .868 ± .009 .868 ± .012 .871 ± .016 .869 ± .007 .869 ± .008 

French .753 ± .029 .755 ± .015 .754 ± .016 .758 ± .023 .757 ± .020 .757 ± .013 .756 ± .014 

Spanish .808 ± .025 .814 ± .013 .811 ± .013 .814 ± .018 .809 ± .018 .811 ± .010 .811 ± .011 

To target language German .919 ± .008 .751 ± .014 .826 ± .007 .699 ± .024 .898 ± .007 .785 ± .014 .808 ± .010 

English .915 ± .015 .815 ± .007 .862 ± .005 .793 ± .013 .904 ± .014 .845 ± .005 .854 ± .005 

French .892 ± .021 .682 ± .014 .773 ± .012 .587 ± .028 .847 ± .024 .693 ± .019 .739 ± .014 

Spanish .877 ± .015 .756 ± .013 .812 ± .007 .715 ± .023 .852 ± .013 .777 ± .012 .796 ± .009 
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tool to analyze the relationship between different language data

sets in sentiment classification tasks. 

6.4. Method comparison 

With the goal of testing the effectiveness of the proposed

method, we employed a baseline for a comparison with our ap-

proach. The baseline methods include existing cross-lingual senti-

ment classification methods as well as public tasks. Then, we com-

pared the proposed method and the baseline methods. 

Baseline Methods: Many methods have been proposed for

cross-lingual sentiment classification tasks. In this experiment, our

approach was compared with the outstanding semi-supervised

strategy of the co-training approach [12] . The baseline setting was

the same as in Wan’s co-training comparison setting ( I = 40 and

p = n = 5 ). Another general semi-supervised method, transductive

support vector machine (TSVM) 3 , was employed in the compar-

ison. We performed the TSVM method in both original language

and target language view. All words from training samples and

auxiliary samples were used as features in the TSVM method. In

addition, the best performance in the COAE2014 cross-lingual sen-

timent classification task was also compared with our approach.

The classifier used in the co-training approach was also the LibSVM

with a linear kernel. The performances of the baseline method and

the best performance of COAE2014 [36] are shown in Tables 4 , 5

and 6 . 

In the co-training method and TSVM method, unlabeled data

are needed in the model learning stage. However, in our experi-

ments, there were no auxiliary data sets. To complete the experi-

ments, a part of the target language samples was used as auxiliary
3 http://www.cs.cornell.edu/People/tj/svm _ light/ 

s  

t  

m  
ata. The co-training method could select unlabeled samples while

he TSVM method needed manual unlabeled samples selection. We

andomly selected unlabeled samples in TSVM method. The num-

er of unlabeled samples in TSVM method was equal to that in

he co-training method. We repeated the TSVM method 100 times,

nd the mean performance with its standard deviation is shown

n Table 5 . Above settings could introduce more information from

he target language to improve the performance of co-training and

SVM method. Comparing Table 4 and 6 , the co-training method

chieves better results in German, and in the other target lan-

uages, the co-training method is close to the best performance of

OAE2014. While in Table 5 , the TSVM method performs better in

he original view, and overall performance of the TSVM method is

lso close to the best performance of COAE2014. As the COAE2014

ask did not put a limitation on the resources that could be used

n the model training stage, we considered the co-training method

nd the TSVM method as acceptable baselines. 

.5. Discussion 

We put the positive F-measure, negative F-measure and over-

ll accuracy of the proposed similarity discovery plus training data

djustment (SD-TDA) approach, co-training method, TSVM method

mean performance) and the best performance of COAE2014 for all

our languages into a comparison, as shown in Fig. 6 . 

The language gap is obvious in our experimental results. Com-

aring the performance of the TSVM in original language view

nd target language view in Fig. 6 (a), we can see the TSVM clas-

ifies target samples better in the original language view. In our

xperiments, the original language is Chinese. Chinese organizes

entences depending on semantic composition of words rather

han syntactic structure. This characteristic gives Chinese words

ore semantic independence than other syntactic structure based

http://www.cs.cornell.edu/People/tj/svm_light/
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Table 6 

Best performance of COAE2014 

Language Positive Negative Total 

Recall Precision F-measure Recall Precision F-measure Accuracy 

German .913 .801 .853 .773 .899 .831 .843 

English .968 .819 .887 .786 .960 .864 .877 

French .867 .766 .813 .735 .847 .787 .801 

Spanish .938 .775 .848 .727 .921 .813 .833 

(a) Overall performance of TSVM in original
language view and target language view

(b) Overall performance of the SD-TDA
and the baselines

(c) Positive and negative F-measure of the SD-TDA and the baselines

Fig. 6. Method comparison. 
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anguages. Thus the TSVM method did better in the original lan-

uage view. Although the TSVM method takes in target language

amples during the learning phase and optimizes the classification

urface to fit the target language, the language gap cannot be

erged on word level for words massively depending on each

ther in a syntactic structure based languages. When similarity

etween languages is stronger, like Chinese and English, the TSVM

ethod would achieve better performance and the disparity

etween the original language view and the target language

iew would be smaller. To merge the language gap, we have to

vercome the limitation of syntactic structure and build a concept

epresentation space. This motivates the current paper to propose

he ATTM. 

The proposed training data adjustment approach is an effec-

ive semi-supervised method for CLSC tasks. As shown in Fig. 6 (b),
he SD-TDA method has attained or even exceeded the co-training

ethod and the TSVM method. The semantic gap between lan-

uages makes the sentiment distributions over the training data

nd test data disagree with each other. As a result, training

amples of inappropriate sentiment distribution to the test sam-

les introduced noise information to the classifier. The co-training

ethod can relieve the effect of the noise to a certain extent

y appending auxiliary unlabeled samples. However, the noise of

he training samples would never be removed by the co-training

ethod, so the classification performance cannot be further im-

roved. The same situation also occurs in the TSVM method. In

he training sample adjustment phase, the reference samples fil-

ered by quality measurement and confidence measurement grasp

ain semantics of target language. Based on these reference

amples, the training set can be refined properly to exactly fit the
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target language. Noise labeled samples would be left out of the

training set so that the SD-TDA could achieve better performance. 

The similarity between languages is the principal factor in the

CLSC tasks. As presented in Fig. 6 (b) and Fig. 6 (c), the performance

of Chinese to English is better than that of the other three lan-

guages. This is because Chinese is closer to English in structure and

expression. The proposed approach exhibits more improvement

in the Chinese to English task, which indicates that our method

can divest semantic similarity between languages. Another phe-

nomenon that we can see from Fig. 6 (c) is that the performance of

the positive aspect is better than that of the negative aspect. As a

viewpoint of cognition, the concept of “good ” is universally about

a comfortable experience on a certain thing, such as “Everything

here is better than what we expected ” in the positive hotel reviews.

However, the concept of “bad ” is more likely to express a specific

reason, such as “The carpet is dirty with holes in it ” in negative hotel

reviews. Thus, the similarity of the positive views is more coinci-

dent than that of the negative views in multi-lingual tasks, which

leads to better performance in positive tasks. 

The experiment shows that the proposed method has some

performance differences in four target languages. We guess that

the following reasons maybe cause the performance differences.

The first cause should be language diversity, such as language

style, phraseology, meaning of words and so on. For example, phe-

nomena of polysemy and that a meaning can be expressed re-

spectively by multiple words in different languages might cause

some imperfections in the results of aligned-translation, and then

affect the performance of sentiment classification for the target

languages. Besides, the quality of aligned-translation is essential

to our method. However, even though using the same aligned-

translation tool, the quality of aligned-translation could present

a big difference in different languages. For example, English is a

common language widely used in the world. The popularity of En-

glish makes the machine translation systems perform better be-

tween English and other languages than between two non-English

languages, which can also be confirmed in the result of our ex-

periments. The quality of machine translation may be another im-

portant reason causing the performance difference of the proposed

method. In addition, the content of training and test data will af-

fect the performance of the proposed method as well. Data sets

used in our experiments are native hotel reviews, and the contents

of these reviews are not exactly about the same thing. Data sets

that share closer contents may present better performance. 

The SD-TDA expressed in the current paper leads to a new way

of selecting a more exact training set for the cross-lingual senti-

ment classification task. Our approach can effectively avoid the in-

fluence of noisy samples and obtain better accuracy than the tra-

ditional semi-supervised method. The experiment shows that the

proposed method is suitable for the cross-lingual sentiment classi-

fication task. 

7. Conclusions and future work 

This paper has proposed an effective method to fulfill the cross-

lingual sentiment classification task. We concentrate on the pri-

mary obstacles of cross-lingual sentiment classification, which are

the cross-lingual concept representation space construction and

the language gap. The proposed similarity discovery plus train-

ing data adjustment framework includes two stages that separately

form a concept representation space based on the cross-lingual

word co-occurrence relations and overcome the language gap by

finely filtering the training data to fit the target language. Thus, our

framework has properly fit the situation of cross-lingual sentiment

classification, and the obstacle of the language gap can be mas-

sively reduced. The experiments have shown that our framework
chieves competitive performance with the co-training method,

SVM method and the best performance of COAE2014. Hence, the

dea of similarity discovery plus training data adjustment is fea-

ible for cross-lingual sentiment classification tasks. We can also

ystematically analyze the sentiment relationship and languages’

emantic difference through the semi-supervised training data ad-

ustment procedure. The basic idea that training data have to fit

he target language samples can be extended to solve problems

here discrepancies exist between the training samples and test

amples. Our sample selection strategy can also be used to filter

uxiliary samples in other semi-supervised frameworks. 

The semantic similarity of different languages is a critical fac-

or for cross-lingual tasks. In this paper, we discover cross-lingual

emantic similarity based on the aligned-translation data. How-

ver, machine translation systems do not always perform as well

s expected, and the generative process of topics ignores sentence

tructure; these shortcomings need to be improved upon. We have

o continuously develop better cross-lingual concept representa-

ion methods by introducing more language analysis methods such

s sentence syntactic structure or deep semantic concept struc-

ure to discover more latent sematic similarity relations between

anguages. When the representation space becomes better, seman-

ic measurements become more accurate to distinguish differences

f languages. Modeling cross-lingual deep latent semantic rela-

ions and constructing better multi-lingual representation spaces

till need indispensable effort s in the future. 
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